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Abstract— Pedestrian detection is a popular research topic in computer vision community, with several applications including robotics, 

surveillance and automotive safety. It is a particularly difficult subject, in particular because of the great variability of  appearances and 

possible situations. Much of the progress of the past few years has been driven by the availability of challenging public datasets. To solve 

these problems some recent researches has led to highlighting large databases. In our approach we will use the SSD method for detecting 

pedestrians in images using a single deep neural network. 

The goal is to evaluate our model after fine-tuning with different datasets, and then analyze the performance gain from transfer learning. 

Keywords— Pedestrian detection, Convolutional Neural Network, Best Benchmark, Deep Learning. 

——————————      —————————— 

1. INTRODUCTION                                                                     

Pedestrian detection has been an important computer 
vision research topic over the years. This constitutes an 
important challenge because of the variety of scales, posi-

tions and lighting conditions [49]. So there are many problems 
that need to be solved in pedestrian detection as detecting ob-
jects with different sizes and in different locations. Also the 
problem of partial occlusion adds to the complexity of the task 
in question [47,48].  

Now there are many searches proposing different strate-
gies to solve this problem. They can be grouped into two large 
categories [13, 34, 35]: conventional approaches and deep 
learning approaches. In the conventional approaches, features 
are extracted, such as HOG-LBP [39], Haar [37], and HOG [38] 
from the images in order to train an SVM classifier [38] or a 
Boosting classifier [40]. The approaches based on Deep Learn-
ing have obtained very good results in different pedestrian 
detection topics [41, 42, 43, 44, 46]. This type of neural net-
works can learn discriminate features from raw image pixels. 
A lot of progress has been made in recent years on object de-
tection due to the use of convolutional neural networks 
(CNNs) [1, 2, 3, 4]. They have significantly improved image 
classification [5] and object detection [6, 7]. 
The main contributions of this work are summarized as fol-
lows: section 2, describes the general structure of two methods 
that appeared more important to us and the dataset used; in 
section 3, we will detail the model used; section 4 shows the 
experiments performed, together with the results obtained 
and finally, section 5 presents the conclusion. 

 
 
 
 
 
 
 
 
 
 
 

 

2.  RELATED APPROACHES 

As mentioned before, we talked about two categories of topic, 
conventional approaches and deep learning approaches. Here 
we will be interested only in the deep learning approaches. 
In the related works we notice that the current detectors of 
state-of-the-art can be divided into two categories [8]: (1) The 
two-stage approach [9, 10, 11, 12], and (2) the one-stage ap-
proach [2, 13]. In the two-stage approach, a number of candi-
date object boxes are generated and then they are classified 
and regressed. The one-stage approach detects objects by 
regular and dense sampling over locations, scales and aspect 
ratios. The two methods achieved top performances on many 
challenging benchmarks, such as PASCAL VOC [14] and MS 
COCO [15]. Among these methods we will be interested in 
Faster-RCNN and SSD. 
Faster-RCNN:   
Since appearing in 2015, Faster R-CNN has been particularly 
influential, and has led to a number of follow-up works [12, 
17, 18, 19, 20, 21, 22, 23].The Faster-RCNN object detection 
system is composed of two modules. One is a deep fully con-
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volutional network that proposes regions. In the stage, called 
the region proposal network (RPN), images are processed by a 
feature extractor (VGG16). The other module is the Fast R-
CNN detector [10] that uses the proposed regions. The entire 
system is a single, unified network for object detection [16]. 
The Faster RCNN is the successor of R-CNN [11] and Fast R-
CNN [10]. For Faster R-CNN, we can also choose the number 
of region proposals to be sent to the box classifier at test time. 
Typically, this number is 300 in the setting.  This method was 
evaluated on PASCAL VOC 2007 detection [14], on PASCAL 
VOC 2012 [1] and on Microsoft COCO benchmark [15]. 
 
SSD: Single Shot MultiBox Detector 
SSD is a method for detecting objects in images  
(Figure1) using a single deep neural network [2].  
The model we talked about before performed region proposal 
and region classification in two separate steps. First, they used 
a region proposal network to generate region of interest; next, 
they used either fully-connected layers or position-sensitive 
convolutional layers to classify those regions. SSD does the 
two in a “single shot”, simultaneously predicting the bound-
ing box and the class as it processes the image. SSD reached 
new records in terms of performance and precision for object 
detection tasks, scoring over 74% mAP (mean Average Preci-
sion) at 59 frames per second on standard datasets such as 
PASCAL VOC and COCO. 
 
 
 
 Experimental 
results on the 
PASCAL 
VOC, COCO, 
and ILSVRC 
datasets con-
firm that SSD 
[2] has com-
petitive accu-
racy to meth-
ods that uti-
lize an addi-
tional object 

proposal step and is much faster, 
while providing a unified 
framework for both training and 
inference (Figure1). 
 
Benchmarks: 
The databases play a very im-
portant role in the field of pedes-
trian detection. They greatly in-
fluence the results of the detec-
tion according to the databases 
considered during the learning 
process. A several benchmarks 
have been created for this task 
[24, 25, 26]. These benchmarks 
have enabled great progress in 
this area [27]. The most popular 

publicly available benchmarks of them is the INRIA, KITTI 
[30], ETH [31], TUD-Brussels [32], Daimler, Caltech and 
CityPersons datasets [33]. The INRIA dataset [24] have con-
tributed to spurring interest and progress in this area of ma-
chine vision. The Caltech Pedestrian Dataset is also very im-
portant compared to others benchmarks. The Caltech datasets 
contain richly annotated video, recorded from a moving vehi-
cle, with challenging images of low resolution and frequently 
occluded people. Existing datasets may be grouped into two 
type: the first is “person” datasets containing people in uncon-
strained pose in a wide range of domains and the second is 
“pedestrian” datasets containing upright people (standing or 
walking). In this article we are limited to the Caltech and 
Citypersons databases. 
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3. MODEL DETAILS 
 

Nowadays, deep learning has become the go-to method for 
image recognition tasks, far surpassing more traditional com-
puter vision methods used in the literature. Several methods 
that are based on this technique have been created to the goal 

of achieving real-
time object detec-
tion. In our ap-
proach we will be 
interested in the 

SSD method which is based on the VGG16 model. The original 
SSD 512x512 model uses many feature maps to represent dif-
ferent scales, and many default boxes with different aspect 
ratios and scales in each feature map. SSD defines a scale val-
ue for each feature map layer. Starting from the left, Conv4_3 
detects objects at the smallest scale 0.2 and then increases line-
arly to the rightmost layer at a scale of 0.9. 
SSD’s architecture builds on the venerable VGG-16 architec-
ture, but discards the fully connected layers. The reason VGG-
16 was used as the base network is because of its strong per-
formance in high quality image classification tasks and its 
popularity for problems where transfer learning helps in im-
proving results. 
We have modified some parameters at the level of the layers. 
For COCO dataset, the authors use box aspect ratios (ar) from 
the set ar= {1, 2, 1/2, 3, 1/3}. Combining the scale value with 
the target aspect ratios, we compute the width and the height 
of the default anchor boxes as follows: 
 
 

 Aspect ratios: 

For Caltech dataset, the mean aspect ratio (width/height) is 
0.41. Depending on this observation, we set the aspect ratio of 
the proposed anchor boxes to only 0.41. This helped to de-
crease the false positives 
 

 Default boxes scales:  

We used more scales F of small people. 
 
 
 
 
 
 

Layer Scales 

conv4_3 0.03, 0.04, 0.055, 0.07, 0.085 

fc7 0.1, 0.15 

conv6_2 0.26 

conv7_2 0.42 

conv9_2 0.58 

conv8_2 0.74 

conv10_2 0.9 

 
 

 Datasets: Caltech and Citypersons. 
 Evaluation: Evaluation for “Reasonable” and “All” 

subsets in Caltech and CityPerson. 
 
 
 
 
 
 
 
 
 
 

         4. MAIN RESULTS 

A. Comparison between SSD and 

Faster R-CNN 

We started by doing a small comparison between   
SSD and Faster R-CNN by making a detection on sev-
eral benchmarks. 

The evaluation metric is log average Miss Rate 
(MR) on False Positive Per Image (FPPI) in the range      
[10-2 - 100]. Convert both FPPI, and MR to log scales,       
then, in the range of FPPI [10-2 - 100], average the cor-
responding miss rates. This is the evaluation metric 
used in Caltech  paper. We used the following data-
bases here: INRIA, Caltech, Daimler, ETHZ, and 
TUD Brussels.  

In this experience, SSD trained on MS-COCO, 
Faster-RCNN trained on Pascal VOC and the evalua-
tion criteria is log average Miss Rate (MR) on False 
Positive Per Image (FPPI) in the range            [10-2 - 
100]. 
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Dataset / Algo-
rithm  

Faster-RCNN  SSD  

1- INRIA  13%  15%  

2- Caltech  56%  34%  

3- Daimler  44%  28%  

4- ETHZ  58%  53%  

5- TUD-
Brussels  

77%  67%  

 
 
So we plotted the curves with each database as fol-
lows:  
 

- INRIA Person dataset 

 
 
 
 
 

 
 
 
 
 
                            

 
 

 
 
 

- Caltech pedestrian detection benchmark 

 

 
 

- Daimler pedestrian detection benchmark 

 
 

 
 
 

 
 
 
 
 
 
 
 

 
 
 
- ETHZ pedestrian datasets 

 

 

 
 
 
 
 
 
 
 
 
 
 

 
 
 

 
 

 
- TUD Brussels 
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From qualitative results, we can notice the prob-
lem of Faster-RCNN in detecting many false positives 
(trees, traffic signs  ... etc), while detecting more peo-
ple as well. However, SSD doesn’t have the problem 
of false positives, but it misses many people (High 
miss rate). It is very obvious that Faster-RCNN is bet-
ter if the qualities of images are high. We can say 
mainly that Faster-RCNN has more problems with 
hard negatives in low-res images, so it gives high 
False Positives. However, SSD can handle these hard 
negatives and small objects better, but it has higher 
miss rate. 
   

In our opinion, these results are somehow mis-
leading, because SSD is trained on Pascal VOC + 
COCO, but Faster R-CNN is trained only on Pascal 
VOC. To be fair, we need to train all of them on cer-
tain pedestrian datasets, and then evaluate. 

 
 

B. Evolution with SSD 

 The first thing that we did here is the evaluation 
for the model trained with COCO and Pascal VOC. 
Firstly, we used the model trained with COCO and 
Pascal VOC. We then did the detection on Caltech and 
Citypersons benchmarks. Secondly we did the fine-
tuning using both databases, Caltech and Citypersons. 
For Fine-tuning with Caltech, we use the improved 
10x annotations [45]. To get the best out of the train-
ing/fine-tuning process, we used the videos 
set00/V014, set01/V005, and set02/V011 as validation 
set, which are chosen to be as general as possible. 
These three validation videos are removed from the 
training data. All training and fine-tuning are done 
using a batch size 32 and a learning rate starting from 
0.0005, which decrease to 0.05 * previous learning 
rate each certain iterations. 

 
However, for Citypersons, we used the training set 

of CityPerson except one video of the city “aachen” as 
validation. Note that for CityPerson we don’t have the 
testing set annotations, so we use the validation set for 
testing. 

 
After that, SSD is fine-tuned with Caltech and 

CityPerson training set, with the modifications in as-
pect ratio and bounding box scales as explained be-
fore. The results are evaluated with both datasets to 
measure the generalization of the fine-tuning process. 
In the following table we can notice that after doing 
the finetunig on Caltech and Citypersons, we find bet-
ter results. We note that “Reasonable” is when the 
height of the person is greater than 50 pixels and with-

out occlusion or occlusion that is less than 35% 
whereas "all" is when it comes to all other cases. 

 
 

Model / Training data  Caltech 
benchmark 

CityPerson 

SSD512-VGGNet 
(COCO+VOC before fine-
tuning) 

Reasonable: 
33.05% 
All: 73.02% 

Reasonable: 
69.40% 
All: 
82.96% 

SSD512-VGGNet 
(COCO+VOC+Caltech 
after fintunig) 

Reasonable: 
11.96% 
All: 55.18% 

Reasonable: 
70.13% 
All: 
83.22% 

SSD512-VGGNet 
(COCO+VOC+CityPerson 
after fintunig) 

Reasonable: 
22.15% 
All: 66.48% 

Reasonable: 
53.27% 
All: 
75.61% 

 

 
 
5.  CONCLUSION 
 

We have presented an approach that is based on SSD method 
using the Citypersons and Caltech databases. We have modi-
fied some parameters such as aspect ratios and also injected 
learning base to increase the detection performance. For future 
work, we plan to combine another system with this method to 
further improve this model at the level of miss rate. 
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